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ABSTRACT
To gain more insight in the question whether personalized news
recommender systems should be responsible for their recommen-
dations and transparent about their decisions, we study whether
news consumers want explanations of why these news articles are
recommended to them and what they �nd the best way to explain
this. We survey users of Blendle’s news recommendation system,
and from 120 respondents we learn that news consumers do want
explanations, yet do not have a very strong preference for how
explanations should be shown to them. Moreover, we perform an
A/B test that shows that the open rate per user does not change if
users are provided with reasons for the articles recommended for
them. Most likely this is because users did not pay a�ention to the
reasons.
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•Information systems →Personalization; Recommender sys-
tems; Relevance assessment; Presentation of retrieval results;
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1 INTRODUCTION
�e European Union has approved the General Data Protection
Regulation (GDPR) on April 14, 2016. �e GDPR will be enforced
on May 25, 2018, and states, amongst others, that one needs to
be able to explain algorithmic decisions. At the time of writing
(mid 2017), the broader implications of this regulation are not clear,
but there does seem to be a broadly accepted view that citizens in
a transparent society are entitled to explanations of technology-
driven processes, especially as algorithmic decisions increasingly
in�uence our daily life. To which degree do citizens actually care
about this? �at is, are people who base their decisions and lives
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on the outcomes of algorithmic decisions, interested in receiving
information on why a decision was made for them?

One area in which transparency and explainability are particu-
larly important is news, both concerning news content and concern-
ing the technology used to expose citizens to news (e.g. [2, 5, 11]).
We focus on one aspect of technology that helps to expose citizens
to news: news search and recommendation. Increasingly, news
consumers use personalized services to consume news, o�en based
on algorithmic or mixed algorithmic/editorial selections (e.g. [4, 6]).
�ese personalized services determine to a large extent what news
items their consumers read. It is tempting to state that these ser-
vices should take their responsibility and be transparent about their
choices by explaining their decisions to their users. However, do
consumers of personalized news services care about explanations
of the way in which their personalized selections were determined?
We study this question in the se�ing of Blendle,1 a Dutch start-up
backed by amonst others �e New York Times. Every day, Blendle
users receive a personalized selection of news articles, selected
based on a number of features that capture their reading behavior
and topical interests. On top of this, Blendle users also receive
a number of must reads every day; these articles are selected by
Blendle’s editorial sta� and are the same for everyone. �is is one
of the ways to prevent users ending up in their own �lter bubble.
Blendle allows users to purchase a single news article instead of
having to buy an entire newspaper (using micropayments) or to pre-
pay via a subscription for their personal selection (called Blendle
Premium). Users have the possibility to receive a refund for an
article if they are not satis�ed with it.

We have three research questions. Firstly, we investigate whether
users would like to see explanations about why they see the ar-
ticles selected for them. Secondly, we study what users �nd the
best way to receive these explanations. �irdly, we would like to
know whether users open more articles if they are provided with
explanations. In answering these research questions, our �ndings
contribute to our understanding of the urge that news consumers
feel to read articles from a transparent news recommender system,
and because of this, to what extent news recommender systems
should be accountable for their decisions. More broadly, our �nd-
ings contribute to our understanding of how explainability can be
operationalized.

1h�p://www.blendle.com

http://www.blendle.com
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2 RELATEDWORK
Tintarev andMastho� [12] list seven possible aims when explaining
the outcomes of an algorithm to users: transparency, scrutability,
trust, e�ectiveness, persuasiveness, e�ciency and satisfaction. Vig
et al. [13] describe two explanation styles: justi�cations and descrip-
tions. Justi�cations are focused on providing conceptual explana-
tions that do not necessarily expose the underlying structure of the
algorithm, whereas descriptions are meant to do exactly that. Sev-
eral studies have investigated the explainability of recommender
systems and the e�ects of adding explanations to the system (e.g.
[1, 3, 8–10]). A number of these studies use collaborative �ltering
as recommendation technique [1, 3]. Collaborative �ltering has
been proven to be di�cult to use for news recommendations due
to what is known as the cold start or �rst rater problem [7, 14]. I.e.,
a news article needs to be recommended right a�er its release. At
that moment the article has not been read yet and for this reason
no information that can be used for collaborative �ltering is known
yet. In particular, Herlocker et al. [3] investigate the addition of
explanations to the recommender system of MovieLens, that uses
collaborative �ltering as its recommendation technique. Users of
MovieLens answer positively to the question whether they would
like to see explanations added to the recommender system. �is
study di�ers from our study in its domain (i.e. news recommen-
dations as opposed to movie recommendations), the underlying
recommender system and because of that, the explanations that
can be used (the aforementioned collaborative �ltering) and it dates
from the year 2000, whereas the recommender system research
�eld has not been static since then. Several studies show that users
are sensitive to the way explanations are shown [1, 9]. E.g., Bil-
gic and Mooney [1] �nd that users are more accurately able to
decide which items are relevant for them based on “key-word style”
explanations (a content based approach: which other items they
interacted with before contain similar words) than on “neighbour-
hood style” explanations (how similar people rated this particular
item).

3 RESEARCH QUESTIONS AND DESIGN
We address the following research questions: (RQ1) Do users want
to receive explanationswhy particular news items are recommended
to them? (RQ2) What way of showing news recommendations do
users prefer? (RQ3) Do users open more articles if we provide expla-
nations of why users see these articles? To answer these research
questions, we design two experiments: a user study to answer RQ1
and RQ2 and an A/B test to answer RQ3. Both are detailed below.

3.1 User study
Our user study investigates whether users �nd it helpful to receive
explanations about why particular news articles are selected for
them and how they would like to see these explanations.

We designed �ve di�erent types of reasons to explain our rec-
ommendations, to be judged by participants in the study. Table 1
summarizes all �ve reason types. Visible reasons are reasons that
can be found on the card (e.g., the topic or the length of the article),
invisible reasons are reasons that cannot be found on the card it-
self (e.g., the author). Figure 1 shows examples of items that were
shown to participants.

Table 1: Reason types used in the user study.
Reason type Example

1. Single reason, visible Because you like politics
2. Single reason, invisible Because you like this author
3. Multiple reasons, visible Because you like politics and

long articles
4. Multiple reasons, combined Because you like De Tijd and

this author
5. Bar chart See Figure 1e

Figure 2: Example interface of the questionnaire, for a sin-
gle question. Judgment at the top (Q4, see Table 2).

We sent out an email questionnaire to a selection of Blendle
users, 541 in total. Approximately two third of these users had a
Blendle Premium subscription at the time of sending. �e rest of
these users used the micropayment system, but had used Blendle
Premium at least once, for example via a free trial that lasted for
one week.

Participants were shown three di�erent types of explanations
(“reason types”) and subsequently asked to answer �ve questions
per type. To limit the length of the survey, participants are asked to
judge three types of explanations, out of the �ve described above.
Figure 2 shows an example of the interface of the questionnaire. To
make sure the results are not biased by the type or content of an
article, three di�erent articles were considered: 179 users were sent
the �rst article, 180 users were sent the second, and 182 users were
sent the third article.

Note that users were not sent the entire article, but only the
introduction card to the article. �is article card contains a picture,
a brief introduction to the article, the name of the newspaper or the
magazine, a topic, the approximate reading time of the article, how
many people liked the article and the reason type. �e card func-
tions to give the news consumer a brief introduction to the article
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(a) Single reason, visible – “Because you
like reading about politics.”

(b) Single reason, invisible – “Because you
like long reads and tech.”

(c) Multiple reasons, visible – “Because
you o�en read from this author.”

(d) Multiple reasons, combined – “Because
you follow De Tijd and read from these
authors more o�en.”

(e) Bar chart – “Selected for you based on:
Author(s): Maarten Keulemans;
Publication: De Volkskrant; Topic: Tech”

Figure 1: Examples of reason types as shown to users in our user study. Textual reasons are in the lines that start with “Omdat”
(because). For the bar chart layout the reasons starts with “Voor jou gekozen” (selected for you). Translations are given below
each article.

Table 2: �estions used in the questionnaire as part of our user study.
Type �estion asked (English translations of the Dutch questions)

Q1. Wants reasons? On the �gure below you can see what an article currently looks like on Blendle Premium. �e articles that you
see are chosen based on your personal preferences and what you like to read. Imagine we would give you more
information about why we chose a certain article for you. Would you �nd that useful?

Q2. Transparency I understand the way that is used to explain why I see this article.
Q3. Su�ciency I get enough information to decide whether I would like to read this article.
Q4. Trust �e reason why I see this article, makes me trust the algorithm that selected this article for me.
Q5. Satisfaction I am satis�ed with the way in which this article is shown to me.
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to decide whether he or she would like to read it. Figures 1a, 1b, 1c
show the three di�erent types of article cards that are used. Note
that users are randomly divided over all three article types and over
reason types. �at is, no personalization was used here. We did not,
however, completely randomize the order in which participants
answer questions. First, users are either shown reason type 1 or 2,
then 3 or 4. All users are shown reason type 5, as reason type 5 is
very di�erent from the other reason types. In three �nal questions
participants are asked to �ll in their age and gender and whether
they would like to add some �nal remarks (if any).

�e questions that were asked for each participant are detailed in
Table 2. First, we ask participants whether they would �nd explana-
tions useful and we ask them to choose between yes, somewhat, no
or I don’t know as possible answers. We then show several examples
of explanations and ask participants to judge the examples on four
Tintarev and Mastho� [12]’s dimensions: transparency, su�ciency,
trust and satisfaction, all on a �ve point scale. We decided to omit
questions on Tintarev and Mastho� [12]’s scrutability, e�ciency
and e�ectiveness as metrics at this stage of our research, as partici-
pants are not confronted with their own personal selection of news.
For this reason, they will not be able to reliably judge whether they
would open this article. Note that if participants have selected no
or I don’t know as a reply to whether they would like explanations,
we tell them we would still like to show them some possible ways
of explaining their articles and ask for their judgment.

3.2 A/B test
In order to investigate whether users open more articles when
they are provided with reasons of why they see these articles, we
perform an A/B-test with two groups of Blendle users. Users are
randomly assigned to a group. One of these groups is provided
with explanations for the articles they see. �e other group does
not receive any explanations. Both groups are real Blendle users,
i.e., we do not use an arti�cial experimental se�ing, but use the
every day Blendle environment. �e reasons shown to users in
the “treatment group” are created heuristically. �at is, we use a
justi�cation instead of an actual description in the sense of [13]. In
our experiment, we use textual justi�cations. Two examples are
given in Figure 3; the justi�cations are provided at the top of the
article card, in the black boxes that pop up once a user has hovered
over the “i” icon. �is is di�erent from the reasons tested in the
user study, as we decided to launch a change in design that was as
small as possible. All reasons are given in Table 4.

We run the A/B test for 24 days on 100% of our users.2 As our
objective, we measure the open rate, per day in each group.

In this study we de�ne open rate as the number of reads over
the number of users. We de�ne the number of reads as the number
articles that are opened by a user, without them asking for a refund.
If users open an article multiple times (over any number of days),
we only count the �rst time. �e number of users is de�ned as the
number of unique users that viewed their selection.

We test for di�erences in open rate between the two groups using
a two-tailed paired t-test with α = 0.05. Samples from both groups
on one day form a pair. We discretize by days as news consumption

2For competitiveness reasons we cannot reveal the size of the control and treatment
groups.

(a) Example reasons 1 – “Because
you are interested in long
interviews and Culture”.

(b) Example reasons 2 –
“Because you seem to like
longer articles”.

Figure 3: Example reason types used during the A/B test.

Table 3: Participant answers to Q1: Would you like to see
more information on why articles are selected for you?

User wants reasons Times answered

Yes 65
Somewhat 24
No 26
I don’t know 5

varies over time. For the “reason group” we also count whether
users have actively seen reasons, that is, hovered over the “i” icon.
Moreover, we track whether users have seen reasons within two
minutes before opening the article and if so, which reason that was.

4 RESULTS AND DISCUSSION
Here we answer our research questions. �e �rst two questions
are answered in Sections 4.1 and 4.2 by analyzing the results of
our user study. In Section 4.3 we use the results of our A/B test to
answer the last question.

A total of 120 users �lled out our survey, of which 41 answered
questions about the �rst article type, 36 about the second and 43
about the third article type. Of these 120 users, 103 users had a
Blendle Premium subscription, while 17 users used the micropay-
ment system at the time of sending out the survey. As there are not
enough responses of non-premium users to put them in a separate
group, we perform our analysis on all respondents together.

4.1 Do users want recommendation reasons?
Table 3 shows the results of what users answered to the question
whether they would like to see be�er explained why they see ar-
ticles in their selection. �e signi�cant majority answered yes or
somewhat to this question, if compared to the number of people
that answered no or I don’t know (χ2 = 14.55,p < 0.001).

4.2 Do users want a particular type of
recommendation reasons?

Table 6 shows the total average and standard deviation on all three
articles combined, as well as the mean and standard deviation per
question per article. Table 7 shows whether the di�erences in scores
for the di�erent types of questions are statistically signi�cant or
not. As the answers are independent, yet not necessarily sampled
from the normal distribution, we use the two-sided Mann-Whitney
U test, with α = 0.05 as signi�cance level. �e sample sizes can be
found in Table 5. From these results a few points stand out. First
of all, although users do want more information about why they
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Figure 4: Li� in open rate for the group with recommenda-
tion reasons over the baseline without reasons.

see a certain article, the results do not show a clear preference as
to which type of explanation users prefer. Only a few di�erences
were signi�cant (shown in boldface in Table 7). However, when
we correct for the number of comparisons that we make, and take
α = 0.001 as signi�cance level (using the Bonferroni correction and
dividing our original α by 50, the number of comparisons that we
make), none of the reason types scores signi�cantly higher than
another reason type. Another interesting point to make is that the
standard deviations of the scores on the ��h reasoning type are,
on average, bigger than the standard deviations of the scores on
the other reasoning types, i.e., users either seem to like this way of
showing reasons, or they do not.

4.3 Do users open more articles when provided
with explanations?

In our A/B test, a�er 24 days, we see that users that were shown
the recommendation reasons (the “reason group”) have a li� in
open rate of 0.33%. �is di�erence is plo�ed in Figure 4 and is not
signi�cant (t = −0.29,p = 0.77).

Of all individual users in the reason group, 9.8% has seen at least
one recommendation reason. Of all users who opened an article,
1.08% had seen the recommendation reason within two minutes
before they opened that particular article. �ese users saw 1.27
reasons on average, with a standard deviation of 0.73. �at is, not
many users saw the reasons, which explains why we do not observe
a di�erence in open rate per user between the two groups. Di�erent,
more prominent designs, may yield di�erent results.

Figure 5 shows how o�en users saw each particular reason, in
comparison to the total number of times users saw a reason. Reason
type 6 is seen most o�en. �is is the explanation that is given for
themust-reads, i.e., not based on any form of personalization. �ese
must-reads are on top of the user’s page, which can bias these
results.

5 CONCLUSION
In this study we investigated whether news consumers would like
to receive explanations about why articles were selected for their
personalized selections of news articles. We also investigated how
they would prefer to receive these explanations. Moreover, we
studied whether news consumers open more articles, if they are
provided with reasons.
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Figure 5: Reasons clicked before opening the article, see Ta-
ble 4 for mapping.

Table 4: Reason mapping for reasons used in A/B test.
Number Reason

Reason 1 Because you o�en read about TOPIC
Reason 2 Because you are interested in TOPIC
Reason 3 Because we think NEWSPAPER could be interesting

for you
Reason 4 �e editors really liked this piece
Reason 5 Because you follow NEWSPAPER
Reason 6 According to the editors, this is one of the best stories

of the day. No ma�er your preferences
Reason 7 Because you o�en read from NEWSPAPER
Reason 8 Because you seem to like a long read every now and

then
Reason 9 Because you o�en read from AUTHOR

Table 5: Sample sizes per reason type
Type 1 Type 2 Type 3 Type 4 Type 5

66 56 63 55 120

Our questionnaire showed that a large majority of the respon-
dents would like to receive these explanations, yet they do not
show a clear preference as to how they would like to see these. Our
A/B test shows that the open rate per user does not increase by
adding explanations. In fact, in many cases, users do not read the
the explanations.

More broadly, our research shows that users nowadays still at-
tach importance to explanations of algorithmic decisions broader
than the domain described in [3] and it motivates us to strive for
transparent, responsible and accountable recommender systems.

Even though we tested several designs for explanations in our
questionnaire, the number of options that we were able to expose to
our participants was limited. It could very well be that alternative
designs would be preferred by news consumers.

Hence, as future work, we recommend that A/B tests with addi-
tional designs are conducted. �ey may either result in a clearer
preference for a particular way of explaining recommendations
or further strengthen our conclusions. We especially recommend
conducting A/B tests with reasons clearly visible, that is, not behind
an icon as in the work reported here. More research in di�erent
domains, with di�erent user groups, should lead to insights into
the generalizability of our �ndings.
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Table 6: Mean and standard deviations of the scores on di�erent types of judgments in the user study. �e “reason types” refer
back to the types of reason listed in Table 1.

Reason type 1 2 3 4 5
�estion Mean Std Mean Std Mean Std Mean Std Mean Std

Transparency 3.697 1.141 3.786 1.129 3.587 1.107 3.873 1.096 3.650 1.339
Su�ciency 3.530 1.076 3.625 1.028 3.333 1.098 3.764 0.953 3.408 1.275
Trust 3.000 1.115 3.250 1.122 3.032 1.023 3.400 0.984 3.500 1.258
Satisfaction 3.606 0.919 3.661 0.969 3.317 1.096 3.582 1.073 3.233 1.327
Average 3.458 0.798 3.580 0.836 3.317 0.916 3.655 0.798 3.448 1.154

Table 7: Statistical di�erences between reason types, between di�erent questions.
Type 2 Type 3 Type 4 Type 5

Type 1
Transparency U = 1811.0,p > 0.05 U = 2059.0,p > 0.05 U = 1597.0,p > 0.05 U = 3858.0,p > 0.05
Su�ciency U = 1868.0,p > 0.05 U = 2147.5,p > 0.05 U = 1571.5,p > 0.05 U = 4005.0,p > 0.05
Trust U = 1860.5,p > 0.05 U = 2016.5,p > 0.05 U = 1512.0,p > 0.05 U = 3001.0,p < 0.05
Satisfaction U = 1748.0,p > 0.05 U = 2347.0,p > 0.05 U = 1740.0,p > 0.05 U = 4304.0,p > 0.05
Average U = 1684.0,p > 0.05 U = 2257.5,p > 0.05 U = 1591.0,p > 0.05 U = 3848.0,p > 0.05
Type 2
Transparency U = 1838.5,p > 0.05 U = 1422.5,p > 0.05 U = 3404.0,p > 0.05
Su�ciency U = 1899.5,p > 0.05 U = 1397.0,p > 0.05 U = 3529.0,p > 0.05
Trust U = 1938.0,p > 0.05 U = 1472.0,p > 0.05 U = 2900.0,p > 0.05
Satisfaction U = 2038.5,p > 0.05 U = 1523.0,p > 0.05 U = 3734.5,p > 0.05
Average U = 2041.0,p > 0.05 U = 1493.0,p > 0.05 U = 3505.0,p > 0.05
Type 3
Transparency U = 1417.5,p > 0.05 U = 3476.0,p > 0.05
Su�ciency U = 1324.0,p < 0.05 U = 3472.0,p > 0.05
Trust U = 1411.5,p > 0.05 U = 2847.5,p < 0.05
Satisfaction U = 1441.5,p > 0.05 U = 3657.5,p > 0.05
Average U = 1369.5,p < 0.05 U = 3416.5,p > 0.05
Type 4
Transparency U = 3469.5,p > 0.05
Su�ciency U = 3676.0,p > 0.05
Trust U = 2992.0,p > 0.05
Satisfaction U = 3586.0,p > 0.05
Average U = 3575.0,p > 0.05
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