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Sensitive, within subject design. 
About 100 times less interactions needed compared 
to A/B testing. 
Only pairwise. Given a set of systems, quadratic 
comparisons are required. Often prohibitive.
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Interleaved Comparisons
[2]   T. Joachims. Optimizing search engines using clickthrough data. In KDD, 2002.
[3]   T. Joachims, L. A. Granka, B. Pan, H. Hembrooke, F. Radlinski, and G. Gay. Evaluating the accuracy of 
       implicit feedback from clicks and query reformulations in Web search. In ACM TOIS,  2007. 
[4]   F. Radlinski, M. Kurup, and T. Joachims. How does clickthrough data reflect retrieval quality? In CIKM, 2008.

A/B Testing [1]   R. Kohavi, R. Longbotham, D. Sommerfield, and R. M. Henne. Controlled experiments on the web: survey 
       and practical guide. In Data Mining and Knowledge Discovery, 2009.

Any metric can be measured using A/B testing
Not very sensitive, between subject design. 
Noise coming from differences between users and 
their queries.

Probabilistic Multileaved Comparisons (PM)

Multileaved Comparisons (TDM) [5]   A. Schuth, F. Sietsma, S. Whiteson, D. Lefortier, and M. de Rijke. Multileaved comparisons for fast online 
       evaluation. In CIKM, 2014.
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Highly sensitive, within subject design. 
Even more sensitive than interleaving, depending 
on the number of systems and result list length.
Many rankings at a time. But not many more than 
can be represented in the result list.
No reuse of historical interaction data.
Comparisons always involve a user.

Highly sensitive, within subject design. 
As sensitive as TDM Multileaved comparisons.
Unlimited number of systems at a time. 
Reuse of historical interaction data is possible. 
Sets of new systems can be compared using 
historical clicks.
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Table 1: Mean Ebin scores after 500 impressions for PM and
SPM compared to baselines PI (first symbol) and TDM (second
symbol). The symbol N means statistically better with p < 0.01

and M for p < 0.05, whereas H and O are their inverses.
perfect navigational informational

PI 0.085 (0.08) 0.137 (0.11) 0.363 (0.15)
TDM 0.037 (0.06) 0.038 (0.05) 0.099 (0.09)

PM(n = 10

2) 0.062 (0.07) NH 0.073 (0.07) NH 0.162 (0.10) NH

PM(n = 10

3) 0.054 (0.05) NH 0.060 (0.06) NH 0.117 (0.09) NO

PM(n = 10

4) 0.046 (0.05) N- 0.054 (0.05) NH 0.090 (0.08) N-
PM(n = 10

5) 0.046 (0.05) N- 0.039 (0.05) N- 0.087 (0.08) N-

Figure 2: The error is plotted against the number of queries.
The error was evaluated by comparing to a ground truth of no

preferences (i.e., Pij = 0.5 for all i, j). Clicks are generated by
a random instantiation of CCM [3].
lower error than PI and when there are enough samples (n � 100)
statistically significantly so. However, when the number of samples
is too small, PM is outperformed significantly by TDM. When
the number of samples increases sufficiently, PM is on par with
TDM in terms of sensitivity. Interestingly, when noise increases,
performance of PM decreases less compared to TDM.

In terms of bias, we see in Figure 2 that PM is on par with TDM.
Both methods only need about 100 impressions from a random user
to conclude that no preferences between rankers can be inferred.
Again naturally, PI needs much more query impressions to draw the
same conclusion because it needs to compare all pairs of rankers.
PM is as unbiased as TDM, irrespective of the number of samples.

Lastly, we investigate what happens when the number of rankers
|R| that are being compared increases from the five rankers used
until now. We test this with |R| = 20 and find that after 500
navigational query impressions for PI, Ebin = 0.56, for TDM
Ebin = 0.15, and for PM(n = 10

4) we find Ebin = 0.13. The
advantage of multileaving over interleaving is clearly shown by these
numbers. But moreover, PM clearly outperforms TDM when the
number of rankers increases. We confirm a finding from Schuth et al.
[18] who showed this to be an inherent disadvantage of TDM as it
needs to represent al rankers with teams in the multileaving. PM,
because it marginalizes over all possible team assignments, does
not have this drawback and still performs well when the number of
rankers goes up.
5. CONCLUSION

We have introduced a new method for online ranker evaluation
called probabilistic multileave (PM). PM extends probabilistic inter-
leave (PI) such that it can compare more than two rankers at once,
while keeping PI’s characteristic of being able to reuse historical
interaction data. We empirically compared PM to PI as well as an
earlier multileaving method called team draft multileave (TDM).
The new method infers preferences between rankers by marginaliz-
ing over a sample of possible team assignments. We use a sample
of controlled size to keep the computation tractable and show ex-

perimentally that given a large enough sample, our method is both
as sensitive and as unbiased as TDM and more so than PI. That is,
PM is capable of quickly finding meaningful differences between
rankers and it does not infer preferences where it should not.

An important implication of this work is that historical interac-
tions with multileaved comparisons can be reused, allowing for
ranker comparisons that need much less user interaction data. Fur-
thermore, we show that our method, as opposed to earlier sensitive
multileaving methods, scales well when the number of rankers in-
creases.
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